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Attention modulates numerous stages of audiovisual integration, and studies have shown that 
audiovisual integration is higher in attended conditions than in unattended conditions. However, 
attentional resources are limited for each person, and it is not yet clear how audiovisual integration 
changes under different attentional loads. Here, we explored how auditory attentional load affects 
audiovisual integration by applying an auditory/visual discrimination task to evaluate audiovisual 
integration and a rapid serial auditory presentation (RSAP) task to manipulate auditory attentional 
resources. The results for peak benefit and positive area under the curve of different probability 
showed that audiovisual integration was highest in the low attentional load condition and lowest 
in the high attentional load condition (low > no = medium > high). The peak latency and time win-
dow revealed that audiovisual integration was delayed as the attentional load increased (no < low 
< medium < high). Additionally, audiovisual depression was found in the no, medium, and high 
attentional load conditions but not in the low attentional load condition. These results suggest 
that mild auditory attentional load increases audiovisual integration, and high auditory attentional 
load decreases audiovisual integration. 
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INTRODUCTION

Individuals are often inundated with stimuli from various sensory 

modalities (e.g., auditory, visual, tactile, olfactory, and somatosensory 

stimuli). However, our brains can effectively screen out and integrate 

the most pertinent information to better understand our surround-

ings. For example, to safely drive a car, we must comprehensively uti-

lize auditory information (e.g., music, car engine), visual information 

(e.g., road, roadside billboards), and tactile information (e.g., feeling 

the steering wheel). The integration of information from various 

sensory modalities is called multisensory integration (Meredith et al., 

1987; Stein & Meredith, 1993). In the real world, auditory and visual 

modalities are common forms of acquiring sensory information, and 

the investigation for integration of auditory and visual information 

is the focus in multisensory integration. Studies have confirmed that 

responses to bimodal audiovisual stimuli are faster than responses to 

unimodal auditory or visual stimuli (Meredith et al., 1987; Stein & 

Meredith, 1993). For example, movies with sound are considerably 

easier to understand than silent films and audio shows. Furthermore, 

attention is a key factor that alters the processing of sensory stimuli 

by facilitating the detection and perception of the stimulus that is pre-

sented at the attended location (Ho et al., 2009; Mcdonald et al., 2000). 

Numerous studies have confirmed that attention affects audiovisual 

integration in multiple stages and that audiovisual integration is higher 
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for attended conditions than for unattended conditions (Talsma et al., 

2007; Talsma et al., 2010; Talsma et al., 2009; Talsma & Woldorff, 2005; 

Xu et al., 2020).

According to the attentional load theory proposed by Lavie (1995) 

and Lavie and Tsal (1994), attentional resources are limited for each 

person, and when multiple tasks are conducted simultaneously, if one 

task occupies more attentional resources, less attention will be allocated 

to the other tasks. In everyday life, individuals continuously face more 

than one event simultaneously, and the main task is always disturbed 

by distractors in the surrounding environment (Fan et al., 2002; Stein, 

2012). There is little research on whether our brain can integrate the 

effective auditory and visual information by suppressing other distrac-

tors during these situations. To clarify this matter, Alsius et al. (2014; 

Alsius et al., 2005) examined audiovisual integration using the classical 

McGurk effect under low or high visual attentional load conditions. 

In the low visual attentional load, the participants were instructed to 

conduct a single McGurk task, but in the high visual attentional load 

condition, they were instructed to conduct dual tasks (a McGurk task 

and a rapid serial visual presentation, RSVP, task). Both the behavioral 

(Alsius et al., 2005) and event-related potential (Alsius et al., 2014) 

results showed that the audiovisual integration was weaker under the 

high visual attentional load condition than under the low visual atten-

tional load condition. In view of the limitation of attentional resources 

(Lavie, 1995; Lavie & Tsal, 1994), the most likely explanation was that 

fewer attentional resources were left to process the McGurk words 

under the high visual attentional load condition than under the low 

visual attentional load condition because the demand for attentional 

resources by the distractor stimuli was larger under the high-load 

condition (Alsius et al., 2014; Alsius et al., 2005). Alsius et al. further 

concluded that attentional load decreases the audiovisual integration. 

As the audiovisual integration was larger when the stimuli were pre-

sented at the attended location than when presented at the unattended 

location (Talsma et al., 2007; Talsma et al., 2010; Talsma et al., 2009; 

Talsma & Woldorff, 2005), audiovisual integration might increase 

with the addition of attentional resources to process the audiovisual 

information. However, in the studies by Alsius et al. (2005, Alsius et al., 

2014) there were only two attentional load conditions (low and high), 

and the attentional load was too high in the high load condition, yield-

ing an accuracy of less than 60% in the dual tasks (Alsius et al., 2005; 

Alsius et al., 2014). It cannot be determined whether the audiovisual 

integration was reduced due to the direct addition of attentional load 

or whether it increased under low attentional load and then reduced 

inversely under high attentional load. Additionally, speech materials 

were employed in the studies by Alsius et al., which included high-

order speech processing. Therefore, it is difficult to determine whether 

the attentional load influenced the audiovisual integration or whether 

it influenced the high-order speech processing.

By removing the effect of high-order cognitive processing, Ren, Li 

et al. (2020) and Ren, Zhou et al. (2020) investigated how the audio-

visual integration changes with increasing visual attentional load using 

a meaningless auditory/visual discrimination task and an RSVP task. 

Similar to Alsius et al.’s (2005, Alsius et al., 2014) experimental design, 

single (no and low loads) or dual tasks (high load) were performed. 

Their results showed that the audiovisual integration was higher in the 

low attentional load condition than in the no or high attentional load 

conditions. Together with Alsius et al.’s studies, Ren, Li et al. (2020) 

and Ren, Zhou et al. (2020) proposed that low visual attentional load 

increases audiovisual integration, and high visual attentional load 

decreases audiovisual integration. Notably, the aforementioned stud-

ies  employed transient distractors that induced transient attention. In 

contrast to transient attention, in which the participant is occasionally 

cued to the stimulated location, sustained attention maintained over 

time on a specific task affects the information perception differently 

(Eimer, 1996; Eimer & Forster, 2003). To investigate the influence of 

sustained attention on audiovisual integration, Wahn and König 

(2015) instructed participants to continuously track visual moving 

balls when performing an audiovisual redundancy task. The results 

revealed that audiovisual integration was comparable under both the 

high and low sustained perceptual load conditions, indicating that sus-

tained visual attentional load does not significantly affect audiovisual 

integration. Wahn and König (2017) reported that shared or distinct 

attentional resources across sensory modalities are task dependent, 

where auditory and visual attentional resources are distinct during the 

discrimination of stimulus attributes (Alais et al., 2006; Arrighi et al., 

2011) but are shared during stimulus location (Driver & Spence, 1998a, 

1998b; Spence, 2010a, 2010b; Spence & Driver, 2004). In studies by 

Ren, Li, et al. (2020), Alsius et al. (2005; Alsius et al., 2014), and Wahn 

et al. (2017; Wahn & König, 2015), the auditory/visual discrimination 

task involved the discrimination of stimulus attributes, and the second 

distractor task was from a visual modality. However, whether audi-

tory attentional load influences audiovisual integration has not been 

determined.

Furthermore, a recent study illustrated that the integration of au-

ditory and visual information is rearranged according to the auditory 

signal during audiovisual integration (Spence & Squire, 2003). The 

McGurk effect clearly displays visual dominance where what is being 

heard is influenced by what is being seen (McGurk & MacDonald, 

1976). However, the modulation of auditory information on visual per-

ception has also been extensively reported (Morein-Zamir et al., 2003; 

Sekuler et al., 1997; Shams et al., 2002; Stein et al., 1996). Shams et al. 

(2002) instructed participants to judge the number of flashes presented 

on a monitor screen. The participants reported two or more flashes 

when one flash was accompanied by two or more beeps, exhibiting the 

phenomenon of sound-induced illusory flashing, which suggested that 

the auditory beep altered visual perception. Consistent results were 

also obtained by Sekuler et al. (1997) using a temporal order judgment 

task (Morein-Zamir et al., 2003). These results indicate that percep-

tual reports tend to be biased to auditory signals when an audiovisual 

stimuli pair is presented. Therefore, it is taken for granted that auditory 

attentional load affects audiovisual integration. Additionally, to fully 

understand the interplay between attention and audiovisual integra-

tion, it is necessary to investigate audiovisual integration under differ-

ent auditory attentional load conditions. Therefore, the interest of the 

present study was to clarify how auditory attentional load influences 
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audiovisual integration. Attentional load theory proposes that if all 

tasks are easy enough, they can be completed successfully. However, 

if the tasks are difficult, the main task can be completed by allocating 

more attentional resources, while the other tasks cannot be completed 

because of attentional resource exhaustion (Lavie, 1995; Lavie & Tsal, 

1994). In addition, attention can facilitate the detection and perception 

of stimuli that are presented at attentional locations (Petersen & Posner, 

2012; Posner & Petersen, 1990), and the audiovisual integration is 

higher at the attended location than at the unattended location (Talsma 

et al., 2007; Talsma et al., 2010; Talsma et al., 2009; Talsma & Woldorff, 

2005). Adaptive stress can produce optimal performance (Kamijo et 

al., 2007; Yerkes & Dodson, 1908). Therefore, we hypothesized that 

audiovisual integration would be higher in a low attentional load 

condition than in a no attentional load condition. However, according 

to the perceptual load theory (Lavie, 1995; Lavie & Tsal, 1994), more 

attentional resources might be delivered to the secondary distractors 

as the attentional load increases, and less attentional resources would 

be left to process the auditory/visual discrimination task. Therefore, 

we further hypothesized that audiovisual integration would decrease 

inversely in the high auditory attentional load condition.

METHODS

Subjects

Twenty young healthy students (18–21 years, Mage ± SD, 19.44 ± 1.00) 

participated in this study, and all student volunteers were recruited from 

Guizhou University of Traditional Chinese Medicine. All participants 

were free of neurological diseases, had normal hearing and normal or 

corrected-to-normal vision, had no color blindness or color weakness, 

and were naive to the purpose of the experiment. Additionally, all 

participants were paid for their time and provided written informed 

consent to participate, which was previously approved by the ethics 

committee of the Second Affiliated Hospital of Guizhou University of 

Traditional Chinese Medicine (No. 2018072).

Stimuli and Task
The participants were instructed to perform single and dual tasks. 

These were an auditory/visual discrimination task to evaluate audio-

visual integration and an RSAP task to manipulate the attentional load 

by competing attentional resources away from the auditory/visual 

discrimination task. According to the attentional load session, the 

auditory/visual discrimination task and RSAP task were presented 

simultaneously or separately. 

For the auditory/visual discrimination task, the visual nontarget 

stimulus was a black and white checkerboard image (B/W checker-

board, 52 × 52 mm, with a visual angle of 5 °), and the visual target 

stimulus was a black-and-white checkerboard image with two black 

dots contained within each white checkerboard (He et al., 1996; Laura 

et al., 2005; Ren et al., 2016; see Figure 1, Panel A). The auditory non-

target stimulus was a 1000-Hz sinusoidal tone, and the auditory target 

stimulus was white noise (Ren et al., 2018; Ren et al., 2016; Yang et al., 

2015). In line with previous studies about the effect of visual perceptual 

load on audiovisual integration (Ren, Li, et al., 2020; Ren, Zhou, et al., 

2020), the visual stimuli (V) were presented on a computer monitor in 

front of participants’ eyes and on the upper/lower left or right quadrant 

of the screen for 200 ms with a 12 ° visual angle (see Figure 1, Panel 

B, gray square). The auditory stimuli (A) were presented through two 

speakers at approximately 60 dB SPL for a duration of 200 ms (10 ms 

of the rise/fall cosine gate). The audiovisual target stimulus (AV) was 

the combination of the visual target and auditory target stimuli, and 

the audiovisual nontarget stimulus was the combination of the visual 

nontarget and auditory nontarget stimuli. The following conditions 

were not included: a visual target stimulus accompanied by an auditory 

nontarget stimulus and a visual nontarget stimulus accompanied by an 

auditory target stimulus.

The stimuli in the RSAP task consisted of 10 distractor characters 

taken from six letters (B, C, P, R, T, and V) and four digits (6, 7, 8, and 

9) presented through the speakers located on the right/left sides of the 

computer monitor (see Figure 1, Panel B). The stimuli of the RSAP were 

compounded with the auditory stimuli of the auditory/visual discrimi-

nation task using Audacity 2.4.2 (https://www.audacityteam.org/).

Procedure
Participants were instructed to perform the experiment in a 

dimly lit and sound-attenuated room (neuroscience laboratory room, 

Guizhou University of Traditional Chinese Medicine, China). Four 

separate sessions were conducted, including a no attentional load ses-

sion, a low attentional load session, a medium attentional load session, 

and a high attentional load session. The order of the four sessions was 

counterbalanced across participants.

In the no attentional load session, a single task was applied. A fixa-

tion cross was presented for 3000 ms, and the stimuli of the auditory/

visual discrimination task were subsequently presented randomly with 

a random interstimulus interval (ISI) from 2000 ms to 2500 ms (see 

Figure 1, Panel A). Because there was no other additional distractor to 

compete for attentional resources, it was called the “no attentional load 

session.” In the no attentional load session, there were 80 trials for each 

target stimulus type (A, V, and AV) and 20 trials for each nontarget 

stimulus type (A, V, and AV), with an appropriate break according to 

the specific situation of each participant. Participants were instructed 

to press the left mouse button to respond to the target stimuli as rapidly 

and as accurately as possible. In the low attentional load session, the 

same single task was performed as in the no attentional load session. 

However, differently, the RSAP task was presented simultaneously 

through the speakers located on the right/left side of the monitor, with 

an identical probability for each letter. Although the participants were 

instructed to respond to the target stimuli of the auditory/visual dis-

crimination task only, it was impossible for the participants to com-

pletely neglect the distractor. Therefore, it was called the “low atten-

tional load session.” According to previous studies, object recognition 

is more difficult than object classification (Goldhammer et al., 2014; 

Houlihan et al., 1998). Therefore, a dual task was performed in the me-

dium and high attentional load sessions such that attentional resources 

http://www.ac-psych.org
https://www.audacityteam.org/


ADVANCES IN COGNITIVE PSYCHOLOGYRESEARCH ARTICLE

http://www.ac-psych.org2021 • volume 17(3) • 193-202196

would have to compete with the auditory/visual discrimination task. In 

the medium attentional load condition, the presentation for both the 

auditory/visual discrimination task and the RSAP task were identical 

to that of the low attentional load session, but the participants were in-

structed to press the left mouse button to respond to the target stimuli 

of the auditory/visual discrimination task and to press the right mouse 

button to respond to the digits (6, 7, 8, and 9) of the RSAP task as 

rapidly and accurately as possible (object classification). In the high at-

tentional load condition, the presentations of both the auditory/visual 

discrimination task and the RSAP task were identical to those of the 

low attentional load session, but the participants were instructed to 

press the left mouse button to respond to the target stimuli of the audi-

tory/visual discrimination task and the right mouse button to respond 

to “8” and “B” of the RSAP task as rapidly and accurately as possible 

(object recognition). During the medium and high attentional load 

sessions, the participants were instructed to treat the auditory/visual 

discrimination task and RSAP task equally. 

Data Analysis
The hit rate is the percentage of correct responses (the response 

time falling within the average time duration ± 2.5 SD) relative to the 

total number of target stimuli. The hit rates and response times (RTs) 

were computed separately for each participant under each condition, 

and the data were then subjected to a 4 (Attentional load: no, low, 

medium, and high) × 3 (Target modality: A, V, and AV) analysis of 

variance (ANOVA, Greenhouse-Geisser corrections with corrected 

degrees of freedom). The statistical significance level was set at p < .05, 

and the effect size estimates, ηp
2, are also reported.

Additionally, to assess the effect of attentional load on audiovisual 

integration, the amount of audiovisual integration was calculated us-

ing a race model based on cumulative distribution functions (CDFs) of 

the response time of each trial (Miller, 1982, 1986). The independent 

race model is a statistical prediction model based on the CDFs of the 

summed probabilities of the visual and auditory responses to inde-

pendent unimodal visual and auditory stimuli. This model allows for 

a direct comparison of the probability of the multisensory condition 

to the predicted probability of the unimodal conditions, [P(V)+P(A)-

P(V)×P(A)], by segmenting the participant-specific CDFs for each 

condition using 10 ms time bins (Miller, 1982, 1986). P(V) is the prob-

ability of responding within a given time in a unimodal visual trial and 

P(A) is the probability of responding within a given time in a unimodal 

auditory trial. If the probability of the response to an AV stimulus is 

significantly different from that predicted by the race model, integra-

tion of the auditory and visual inputs is considered to occur (Miller, 

1982, 1986). The audiovisual integration of the multisensory condi-

tions was defined by subtracting a participant’s race model CDF from 

their AV CDF in each time bin to generate a difference curve for each 

participant (Miller, 1982, 1986). If their AV CDF is significantly greater 

than the race model CDF, the audiovisual facilitation is assumed to 

have occurred. Otherwise, audiovisual depression is assumed to have 

occurred (Meredith et al., 1987). The peak of the curve of the dif-

ferent CDFs is defined as the peak benefit as an important index of 

audiovisual integration, and the time span from the presentation of 

the target to the peak benefit is defined as the peak latency and is an 

important index of when the audiovisual integration occurred (Ren et 

al., 2016; Xu et al., 2020). According to previous studies (Gibney et al., 

2017; Van der Stoep et al., 2015), the whole probability mass was as-

sessed using positive area under the curve (pAUC) of differences in the 

CDFs. Thus, together with peak benefit, the pAUC was also calculated 

to assess the amount of audiovisual integration. A time interval that 

was significantly different in the AV CDF and the race model CDF was 

defined as the time window of audiovisual integration (Laurienti et al., 

2006; Ren et al., 2016; Xu et al., 2020). The peak latency and the time 

window of audiovisual integration were used to evaluate the time point 

at which the audiovisual integration occurred (Laurienti et al., 2006; 

Ren et al., 2016; Xu et al., 2020). 

(A) (B)Auditory/visual discrimination task

+

Location for peripheral  visual stimuli

Location for auditory simuli

Peripheral visual nontarget stimuli

Peripheral visual target stimuli
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3000 ms

+
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Target 
200 ms

+ +

  
  

  

Target stimulus
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Noise
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FIGURE 1.

Schematic depiction and the stimuli used in the auditory/visual discrimination task (Panel A). Audiovisual integration was evaluated 
using an auditory/visual discrimination task, which was presented peripherally (gray square and speakers), and attentional load was 
manipulated using an RSAP task, which was presented through a speaker located on the right/left side of the monitor (Panel B). 
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RESULTS

Hit Rates
The hit rate under all conditions was greater than 85%, showing that 

the data were useable for further analysis (see Figure 2, Panel A). The 

4 (Attentional load: no, low, medium, and high) × 3 (Target modality: 

A, V, and AV) ANOVA revealed that the attentional load, F(3, 57) = 

30.240, p < .001, ηp
2 = 0.614, had a significant main effect, with the 

highest hit rate for the no and low attentional load conditions, and 

lowest hit rate for the high attentional load condition. However, there 

was no significant difference between the no and low attentional load 

conditions (no = low > medium > high). The stimulus type, F(2, 38) 

= 6.737, p = .004, ηp
2 = 0.262, also had a significant main effect, with 

a higher hit rate for the AV stimulus than for the A or V stimuli (all 

ps < .006). These results indicated that the arrangement of attentional 

load is reasonable, showing that with the increase of attentional load, 

the hit rate was significantly reduced.

Response Time
The RTs under all conditions are displayed in Figure 2, Panel B, and the 

data were subjected to 4 (Attentional load: no, low, medium, and high) 

× 3 (Target modality: A, V, and AV) ANOVA. The results illustrated a 

significant main effect of attentional load, F(3, 57) = 28.939, p < .0001, 

ηp
2 = 0.604, showing a faster response in the no and low attentional 

load conditions than in the medium and high attentional load condi-

tions (no = low > medium > high, all ps < .003). However, there was no 

significant difference between the no and low attentional load condi-

tions (p = 1.000). There was a significant main effect of the stimulus 

type, F(2, 38) = 91.017, p < .001, ηp
2 = 0.827, showing that the response 

to the AV stimulus was significantly faster than the response to the V 

and A stimuli (AV > V > A, all ps < .001). Additionally, the interaction 

between attentional load and the stimulus type was also significant, 

F(6, 114) = 10.395, p < .001, ηp
2 = 0.604. The post hoc analysis for atten-

tional load showed that, for all stimulus types, the responses were faster 

in the no and low attentional load conditions than in the medium and 

high attentional load conditions (no = low > medium > high, all p < 

.004). However, there was no significant difference between the no and 

low attentional load conditions (all ps > .614). The post hoc analysis 

for attentional load showed that, in all attentional load conditions, the 

responses were faster for the AV stimulus than for the A and V stimuli 

(all ps < .001). There were no significant response differences between 

the A and V stimuli in the no and low attentional load conditions (all 

ps > .060), but there were significant differences between the A and V 

stimuli in the medium and high attentional load conditions (all ps < 

.001).

Rate Model Comparisons
To evaluate how the audiovisual integration changes with the addition 

of load, a race model was used to analyze the response times in each 

trial. Audiovisual integration was assessed using probability difference 

calculations by subtracting the race model CDFs from the AV CDFs 

under each condition. The results showed a significant audiovisual 

integration (p < .05, one-sample t test) under all four attentional load 

conditions (see Figure 3, Panel A for the no attentional load condition, 

Panel B for the low attentional load condition, Panel C for the medium 

attentional load condition, and Panel D for the high attentional load 

condition).

Overall, as shown in Table 1, the peak benefit was higher in the low 

attentional load condition (18.79%) than in the no (11.97%), medium 

(13.40%), and high attentional load conditions (6.99%), exhibiting an 

inverted U-shaped function. Furthermore, similar to the results of 

peak benefit, the pAUC was larger in the low attentional load condi-

tion (28.37 ms) than in the no (16.08 ms), medium (17.42 ms), and 

high attentional load conditions (12.95 ms). These results indicated 

that the audiovisual integration might be increased under attentional 

load to some degree, but it decreases inversely when the attentional 

load is overloaded. The peak latency for each participant was subjected 

to a one-way ANOVA, and the results showed a significant main effect 

of attentional load, F(3, 57) = 20.235, p < .001, ηp
2 = 0.516, showing 

that the peak latency was delayed with the addition of attentional 

load, showing 290 ms, 340 ms, 360 ms, and 380 ms for the no, low, 

medium, and high attentional load conditions, respectively. The time 

window of audiovisual integration was also delayed with the addition 

of attentional load, showing 210–370 ms, 260–490 ms, 280–450 ms, 

and 300–500 ms for the no, low, medium, and high attentional load 
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(A)      Hit rate (%)
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FIGURE 2.

Mean hit rates and response times with the standard errors of the mean (SEM) for each condition. The hit rate was decreased (Panel A) 
and the response was slow down (Panel B) with the addition of attentional load. *p ≤ .05, **p ≤ .01, ***p ≤ .001.
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conditions, respectively. The results for the peak latency and the time 

window of audiovisual integration indicated that audiovisual integra-

tion was delayed with the addition of attentional load. Furthermore, a 

significant audiovisual depression effect was found for the no (500–520 

ms), medium (610–1020 ms), and high (710–1160 ms) attentional load 

conditions, but not for the low attentional load condition.

DISCUSSION

The aim of the present study was to investigate the effect of auditory at-

tentional load on audiovisual integration. The audiovisual integration 

exhibited an inverted U-shaped function, and audiovisual integration 

was delayed with increasing attentional load. Additionally, an audio-

visual depression effect was found in the no, medium, and high atten-

tional load conditions, but not in the low attentional load condition.

These findings are consistent with our hypothesis that audiovisual 

integration increases with the addition of auditory attentional load in 

the low attentional load condition but decreases inversely owing to the 

competition for attentional resources during the RSAP task in the high 

auditory attentional load condition, exhibiting an inverted U-shaped 

function. Attentional resources include three separate networks: alert-

ing, orienting, and executive control, with alerting being defined as 

achieving and maintaining an alert state (Petersen & Posner, 2012; 

Posner & Petersen, 1990). In the low auditory attentional load con-

dition, although the participants were instructed to respond only to 

the auditory/visual discrimination task, more alerting resources were 
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FIGURE 3.

Significant audiovisual integration effects were found under the no attentional load (Panel A); low attentional load (Panel B); medium 
attentional load (Panel C); and high attentional load (Panel D) conditions.
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activated than in the no attentional load condition while simultane-

ously detecting the stimuli of the auditory/visual discrimination task 

and suppressing the distractors of the RSAP task (Ho et al., 2009; Ren, 

Zhou, et al., 2020). According to the arousal hypothesis (proposed by 

Yerkes & Dodson, 1908), moderately difficult tasks activate the best 

arousal level, as characterized by an inverted U-shaped function. With 

increasing physical arousal, enhanced performance is predicted to an 

optimal point and then decreases with further arousal (Kamijo et al., 

2007; Yerkes & Dodson, 1908). Therefore, in the low auditory atten-

tional load condition, the amount of activated attentional resources 

is larger than that of the no attentional load condition. Studies have 

confirmed that audiovisual integration is higher for attended loca-

tions than for unattended locations (Talsma et al., 2010; Talsma et al., 

2009; Talsma & Woldorff, 2005). Therefore, the higher audiovisual 

integration in the low auditory attentional load condition than in the 

no attentional load condition is attributed to the greater activation of 

attentional resources. In the medium auditory attentional load condi-

tion, the participants were instructed to respond to the auditory/visual 

discrimination task and the RSAP task equally. The response to the 

RSAP task requires extra attentional resources (Ho et al., 2009; Ren, 

Zhou, et al., 2020). Therefore, the RSAP distractor demanded more at-

tentional resources in the medium auditory attentional load condition 

than in the low auditory attentional load condition. Fewer attentional 

resources were left to process the stimuli of the auditory/visual dis-

crimination task in the medium auditory attentional load condition 

than in the low auditory attentional load condition, which led to lower 

audiovisual integration in the medium load condition than in the low 

load condition. Similarly, as the complexity of the RSAP task increases, 

more attentional resources are allocated to the RSAP task, and fewer 

attentional resource are left to process the auditory/visual discrimina-

tion task, as shown by the decreased hit rate in the high attentional 

load condition. Therefore, audiovisual integration was lower in the 

high auditory attentional load condition than in the medium auditory 

attentional load condition. 

These results were also consistent with those of Alsius et al. (2005; 

Alsius et al., 2014) and Ren, Li et al. (2020). In these experiments, 

McGurk words and the distractor stimuli were presented simultane-

ously. Under the low attentional load condition, the participant was 

instructed only to repeat the McGurk words while ignoring the simul-

taneous distractor stimuli (single task). Under the high attentional 

load condition, the participants were asked to simultaneously repeat 

the McGurk words and respond to the target of the distractor stimuli 

by pressing the mouse button (dual task). By contrast, in Ren, Li et al. 

(2020)’s study, only the auditory/visual discrimination task was pre-

sented in the no attentional load condition, which was used to evaluate 

audiovisual integration (single task). In the low visual attentional load 

condition of that study, both the auditory/visual discrimination task 

and the RSVP task were presented simultaneously, but the participants 

were instructed only to respond to the auditory/visual discrimination 

task (single task). In the high attentional load condition, the auditory/

visual discrimination task and the RSVP task were presented simulta-

neously, and the participants were instructed to respond to both tasks 

(dual task). However, the results of Alsius et al. (2005; Alsius et al., 

2014) and Ren, Li et al. (2020) were consistent in that the audiovisual 

integration was higher in the low attentional load condition than in 

the high attentional load condition. However, only Ren, Li et al. found 

higher audiovisual integration in the low visual attentional load con-

dition than in the no attentional load condition. Considering these 

findings and the results of the present study on auditory attention, we 

propose that there may be a positive correlation between audiovisual 

integration and the attentional resources occupied by in the audi-

tory/visual discrimination task when there is attentional competition 

from distractors. However, further neuroimaging studies are needed. 

Notably, in the no and low attentional load conditions, a single task 

was conducted, but there were dual tasks in the medium and high 

attentional load conditions. Furthermore, the amount of stimuli was 

different between the no and low attentional load condition, and the 

secondary cognitive task was different between the medium and high 

attentional load conditions. Therefore, task-dependent effects might 

also have contributed to the changes in audiovisual integration in the 

various attentional load conditions, which should be given full consid-

eration in the future studies. 

The audiovisual integration was delayed with the addition of at-

tentional load. Previous studies have shown that the response speed 

to target stimuli is reduced by irrelevant distractors (Fan et al., 2009; 

Fan et al., 2002). Therefore, the response speed in the low auditory at-

tentional load condition was slower than that in the no attentional load 

condition. In the present study, with increased attentional load, the 

cognitive processing depth and the task difficulty were also increased. 

In the medium auditory attentional load condition, the participants 

were instructed to make a category discrimination for the RSAP 

stream. However, an accurate character identification was required 

in the high auditory attentional load condition, and this condition 

required more sophisticated processing. The more complex and dif-

ficult the information processing, the more time is needed to make a 

response (Goldhammer et al., 2014; Houlihan et al., 1998). Therefore, 

the response speed slowed with increased attentional load. Colonius 

and Diedrich (2004; Diedrich et al., 2008) proposed a “time window 

of integration model,” and they presumed that cross-modal informa-

tion integration includes at least two serial stages of saccadic reaction 

times: an early afferent stage of peripheral processing (first stage) and 

a compound stage of converging subprocesses (second stage). The first 

stage consists of very early sensory processing, and the processing time 

TABLE 1.  
Peak Benefit, pAUC, Peak Latency, and Time Window of Audio-
visual Integration under Each Attentional Load Condition

No load Low load Medium load High load
Peak benefit (%) 11.97 18.79 13.40 6.99

pAUC (ms) 16.08 28.37 17.42 12.95
Peak latency (ms) 290 340 360 380

Time window (ms)
210–390 260–490 290–480 300–500
500–520 — 610–1020 710–1160

Note. pAUC: positive area under curve of differences of CDFs.
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is assumed to be independent for unimodal sensory stimuli. If the in-

formation processing in the first stage terminates within a given time 

interval, the integration of auditory and visual information is assumed 

to occur in the second stage. In the current study, as the attentional 

load increased, the RT was significantly reduced, leading to a delayed 

termination of the first stage and then delayed audiovisual integration 

in the second stage (Ren, Guo, et al., 2020; Ren et al., 2016).

The audiovisual depression effect occurred in the no, low, and high 

attentional load conditions, but not in the low attentional load condi-

tion. As in the arousal hypothesis, the optimal attentional load led to 

maximum physical arousal (Yerkes & Dodson, 1908). In the low at-

tentional load condition, neural activation and physical arousal arrived 

in a relatively optimal activation state, exhibiting hyperexcitability to 

various external stimuli. This hyperexcitability then contributed to the 

super-additivity of auditory and visual stimuli and activated the fa-

cilitation system (Driver & Noesselt, 2008; Meredith et al., 1987; Stein 

& Stanford, 2008). However, in the no attentional load condition, the 

simple task induced slack and inattention, which led to suppression as 

well as facilitation (Kamijo et al., 2007; Yerkes & Dodson, 1908). In the 

medium and high attentional load conditions, the participants were in-

structed to respond to the auditory/visual discrimination task and the 

RSAP task simultaneously. While integrating the auditory and visual 

stimuli, the individuals must allocate attentional resources to suppress 

the merging of irrelevant RSAP stimuli (Petersen & Posner, 2012; 

Posner & Petersen, 1990), and both the facilitation and suppression 

systems were activated. Therefore, both facilitation and suppression 

effects were found in the no, low, and high attentional load conditions. 

It is also notable that Wahn et al. (2017) reported interference was 

significant when the secondary task was performed simultaneously, 

showing a higher detection threshold for dual tasks than for a single 

task. Therefore, in the current study, the simultaneous secondary RSAP 

task influenced the perception of the auditory and visual stimuli of the 

auditory/visual discrimination task resulting from the reduction of the 

signal-to-noise ratio. This influence should be optimized in the future 

studies.
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